
Computers in Biology and Medicine 176 (2024) 108568

A
0

Contents lists available at ScienceDirect

Computers in Biology and Medicine

journal homepage: www.elsevier.com/locate/compbiomed

CancerGATE: Prediction of cancer-driver genes using graph attention
autoencoders
Seunghwan Jung, Seunghyun Wang, Doheon Lee ∗

Department of Bio and Brain Engineering, KAIST, Daejeon 34141, Republic of Korea

A R T I C L E I N F O

Dataset link: https://github.com/sktoyo/Cance
rGATE

Keywords:
Cancer-driver gene
Graph convolutional network
Attention mechanism
Multi-omics data
Self-supervised learning
Interpretability

A B S T R A C T

Discovery of the cancer type specific-driver genes is important for understanding the molecular mechanisms of
each cancer type and for providing proper treatment. Recently, graph deep learning methods became widely
used in finding cancer-driver genes. However, previous methods had limited performance in individual cancer
types due to a small number of cancer-driver genes used in training and biases toward the cancer-driver genes
used in training the models. Here, we introduce a novel pipeline, CancerGATE that predicts the cancer-driver
genes using graph attention autoencoder (GATE) to learn in a self-supervised manner and can be applied
to each of the cancer types. CancerGATE utilizes biological network topology and multi-omics data from 15
types of cancer of 20,079 samples from the cancer genome atlas (TCGA). Attention coefficients calculated in
the model are used to prioritize cancer-driver genes by comparing coefficients of cancer and normal contexts.
CancerGATE shows a higher AUPRC with a difference ranging from 1.5 % to 36.5 % compared to the previous
graph deep learning models in each cancer type. We also show that CancerGATE is free from the bias toward
cancer-driver genes used in training, revealing mechanisms of the cancer-driver genes in specific cancer types.
Finally, we propose novel cancer-driver gene candidates that could be therapeutic targets for specific cancer
types.
1. Introduction

Cancer is a complex disease that arises from dysregulation of cellu-
lar processes, resulting from uncontrolled alterations to multiple genes.
Among such altered genes, cancer-driver genes, are defined as those di-
rectly contributing to cell growth and proliferation [1,2]. Identification
of the cancer-driver genes is important, as it allows for the under-
standing of the underlying mechanisms of cancer and development
into appropriate treatment [3,4]. Studies have shown that knowledge
of cancer-driver genes enables precision oncology in clinical practice
leading to better treatment responses [5–7]. One example would be the
usage of trastuzumab in treating HER2-subtype breast cancer, where
HER2 is a cancer-driver gene [8–10].

Recent advances in high-throughput technology and international
consortia-driven projects have led to an abundance of data, which was
used to discover more about cancer-driver genes. The cancer genome
atlas (TCGA) which has collected multi-omics data of various cancer
types is the most representative example of an international consortia-
driven project [11]. Also, there are remarkable efforts to construct
comprehensive catalogs of cancer-driver genes such as the network
of cancer genes (NCG) [12], and COSMIC cancer gene census [5].
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Stemming from the community effort, researchers worldwide have
developed different methods to elucidate the cancer-driver genes.

Initial methods of finding cancer-driver genes keyed on finding
statistically significant features of cancer, be it genetic mutations [2],
or differential gene expression [13]. Some of these methods include
algorithms such as MuSiC2 [14], MutSigCV [15], DESeq2 [16]-based
pipelines [13]. Further studies introduced an array of machine learning
techniques [17,18], or used derived features from aforementioned fea-
tures, like clustering of genetic mutations [19], measuring the protein
structure change from mutations [20], or measuring the potential
functional impact of genetic mutations [21]. However, different cancer-
driver genes exhibit different patterns of alteration such as the missense
mutation of PIK3CA [22] and the overexpression of IGF2 due to im-
printing loss [23]. Therefore, to systemically and comprehensively
identify cancer-driver genes, integrating multi-omics data is essential.

Another approach to identifying cancer-driver genes is the utiliza-
tion of network science techniques, as cancer-driver genes influence
various biological pathways through their interactions with other bi-
ological entities [24–26]. The functional interactions of cancer-driver
genes, including protein–protein interactions (PPIs) and co-expressions,
are often rewired in the cancer context [27]. For example, the so-
matic mutations in BRAF contribute to carcinogenesis by affecting
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the PPIs associated with BRAF [28]. Another instance involves the
altered co-expression patterns of TP53 in the cancer context [29].
Modeling these interactions as networks reveals that cancer-driver
genes typically exhibit high connectivity [30]. These network char-
acteristics of cancer-drive genes can be utilized to find and interpret
them. HotNet2 identified cancer gene modules using network diffu-
sion with mutational information [31]; LOTUS identified cancer-driver
genes by utilizing mutational features and topology of biological net-
works [32]; DGCA identified cancer-related differential co-expression
of cancer-driver genes in a cancer context [29]; inference the PPIs
in cancer context using explainable AI method [33,34]; some other
previous studies focused more on biological pathways rather than indi-
vidual cancer-driver genes [35,36]; or identified cancer driver modules
by correlating different modes of omics data [37]. In recent years,
network-based models opted into utilizing deep learning [38]. The
graph convolutional network (GCN) [39] is an emerging graph deep
learning architecture that naturally utilizes both the network topology
and features of entities. One of the prominent examples of utilizing
GCN is EMOGI by Schulte et al. [38], which utilized GCN architecture
with multi-omics data and layer-wise relevance propagation [34] for
explainability.

However, these network-based approaches suffer from several limi-
tations. Firstly, they highly depend on the prior knowledge of biological
pathways, preventing their generalization to less-studied diseases [35,
36]. Additionally, they either rely on the unidimensional data from
single omics sources [31] or forcefully incorporate the genetic feature
or network topology into a single feature type, potentially causing a
loss of information [32,35–37].

Given the heterogeneity across cancer types [2], the model for
specific cancer types is crucial. Yet, the number of known cancer-driver
genes for individual cancer types is limited (Supplementary Figure
S1) [12,40]. This limitation is critical when considering the supervised
learning method has been widely used for identifying cancer-driver
genes. Also, models trained in a supervised manner tend to identify
genes similar to those used in training. These limitations could restrict
the possibility of discovering sufficiently novel cancer-driver genes with
distinct characteristics in individual cancer types.

Here, we introduce CancerGATE, a novel algorithm to predict can-
cer type-specific cancer-driver genes using a self-supervised learning
approach (Fig. 1). Given the changes to interactions of cancer-driver
genes within the cancer context [28,29], we aim to identify cancer-
driver genes based on changes of interactions with neighboring genes.
CancerGATE employs a graph attention autoencoder (GATE) [41–43] in
a self-supervised learning manner to overcome the bias introduced by
the limited number of known cancer-driver genes for each cancer type
and embed biological context into interactions. From multi-omics data
of 20,079 samples from TCGA, we were able to construct an attention-
based interaction network for each of the 15 cancer types and their
corresponding normal samples. By measuring the attention coefficient
differences with neighboring genes in cancer and normal contexts, we
were able to prioritize genes with significant coefficient differences
as cancer-driver gene candidates and provide the rationale for such
changes. CancerGATE outperformed previous methods in predicting
cancer-driver genes for individual cancer types and exhibited no bias
toward cancer-driver genes used in training. Finally, we propose novel
gene candidates identified by CancerGATE to provide insights into the
mechanisms of a few cancer types and suggest potential therapeutic
targets.

The article is organized as follows: Section 2 details the dataset,
algorithms of CancerGATE, the structure and training of the GATE mod-
els within CancerGATE, and the analysis methods employed; Section 3
presents an evaluation of the performance of CancerGATE, highlights
the advantages of CancerGATE, and provides representative cases il-
lustrating the characteristics of CancerGATE; Section 4 summarizes the
key features and benefits of CancerGATE and discusses directions for
2

future work.
2. Materials and methods

2.1. Collection of data

Among the cancer types in TCGA, 15 cancer types have available
expression, mutation, and methylation data along with known cancer-
driver genes. Consequently, we collected expression, mutation, and
methylation data of 20,079 samples from TCGA (Supplementary Ta-
ble S1). Quantile-normalized and batch-corrected RNA-seq expression
datasets from Wang et al. were used for expression [44]. Annotated
mutation files of samples were downloaded from TCGA. 450k Illumina
bead array files of both cancer and normal samples were used for DNA
methylation data.

2.2. Collection of network data

Network used in the study was collected from HumanNet v2 [45],
which is used in several network-based studies [46–48]. FN-level data
of HumanNet v2 including functional relationships such as PPI, co-
expression, co-essentiality, associations by pathway database, associa-
tions between protein domain profiles, associations by gene neighbor-
hood in a chromosome, and associations between phylogenetic profiles
were used to construct the edges between genes in the network.

2.3. Preprocessing of data

For gene expression, we applied the log transformation to the aver-
age Fragments Per Kilobase of transcript per Million (log2(𝐹𝑃𝐾𝑀 +1))
values. For mutation, we filtered ultramutated samples from synapse
1729383(syn1729383) following the preprocessing steps of Schulte
et al. [38]. For mutation, variant allele frequencies for each of the 12
types of single nucleotide variants are used [49]. Since TCGA derived
the mutation information by comparing matching cancer samples and
normal samples, we assigned default values to mutation features for
normal samples (Supplementary Table S2). For methylation, we again
followed the preprocessing steps of Schulte et al. [38]. We averaged
methylation signal value beta (𝛽) within ±1000 bp range of transcription
start sites from GENCODE(v28), for each gene for all samples in the
cohort. Methylation values were batch-corrected using ComBat [50] for
each cancer type.

The result is a bidirectional network with 11,938 genes and 433,750
edges including self-loop. Min–max normalization was performed for
input feature data for expression, mutation, and methylation. Each gene
is represented as 14-dimensional data, which is a concatenated vector
of gene expression, frequencies of 12 types of mutation, and methyla-
tion. Any gene with missing values or not present in the network is
discarded.

2.4. Preparing dataset

For each cancer type, the train/test set was constructed using 639
known cancer-driver genes collected from NCG [51] as positives and
1270 non-driver genes collected from Schulte et al. [38] as negatives.
An Independent set for additional testing was made with 55 cancer-
driver genes from OncoKB [40] as positives, with duplicates from NCG
removed for each cancer type, and all remaining genes present in
the network not listed in OncoKB or the train/test set as negatives.
Cancer types of cancer-driver genes for both NCG and OncoKB were
categorized based on the primary tissue site. The statistics of known
cancer-driver genes of the 15 cancer types are in Supplementary Table
S3.

2.5. Self-supervised learning in CancerGATE

CancerGATE employs the self-supervised learning algorithm, GATE

[41–43] for its learning processes (Fig. 1b). GATE is trained to use
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Fig. 1. Overview of CancerGATE. a. Data preparation. CancerGATE uses a gene network and 3 types of omics data, expression, mutation, and methylation of cancer and normal
samples, respectively. b. Attention learning within GATE, which is trained using each normal and cancer multi-omics data. GATE utilizes graph attention network (GAT) layers with
multi-omics data to reconstruct gene network topology. c. The attention coefficients within GATs are used to construct an attention-weighted network, where the coefficients are
represented by the width of the incoming edges for each node. d. Attention coefficient difference in the cancer context, highlighting the difference of the coefficients from normal
to cancer context. e. CancerGATE prioritizes the cancer-driver genes with lower cosine similarity in attention coefficients between cancer and normal contexts. f. The difference
in attention coefficients provides the basis for understanding the predictions.
the adjacency matrix of the network and feature vectors of nodes to
reconstruct the adjacency matrix. The graph attention network (GAT)
layers within GATE utilize the feature information of neighboring nodes
similarly to that of a convolutional neural network. GAT layers employ
an attention mechanism to assign importance to neighboring nodes.
GATE learns the attention coefficients for interactions that embed
multi-omics features of nodes. Node feature vectors are passed through
a dense layer first and then passed to GAT layers. The formula of graph
attention as below [41]:

⃖⃖⃖⃖⃖⃖⃗ℎ𝑖+1𝑎 = 𝜎

(

∑

𝑏∈𝑁𝑎

𝛼𝑎𝑏𝑊 ⃖⃖⃖⃗ℎ𝑖𝑏

)

(1)

Here, ⃖⃖⃖⃖⃖⃖⃗ℎ𝑖+1𝑎 denotes the hidden vector of node a after passing through
GAT layers. 𝜎 denotes the activation function, ReLU. The 𝛼𝑎𝑏 denotes
the attention coefficient between node a and node b. 𝑊 denotes the
weight matrix. ⃖⃖⃖⃗ℎ𝑖𝑏 denotes the hidden vector of node b which is the
input of GAT layers. The node b is the group of neighbors, 𝑁𝑎, of node
a in the network, including itself.

The formula for attention coefficients is below:

𝛼𝑎𝑏 = softmax(𝑒𝑎𝑏), 𝑏 ∈ 𝑁𝑎 (2)

𝑒𝑎𝑏 = LeakyReLU
(

⃖⃗𝑎𝑇
[

𝑊 ⃖⃖⃖⃗ℎ𝑖𝑎 ∥ 𝑊 ⃖⃖⃖⃗ℎ𝑖𝑏
])

(3)

The attention coefficient 𝛼𝑎𝑏 is a softmax value of 𝑒𝑎𝑏, the impor-
tance value of the hidden vector of node b to node a. To calculate the
softmax, it sums all importance of neighbors of node a including itself.
The sum of the importance of the neighboring nodes is the denominator
in the softmax function. 𝑒𝑎𝑏 is calculated as a product between the
attention weight matrix ⃖⃗𝑎 and concatenation of hidden vectors of ⃖⃖⃖⃗ℎ𝑖𝑎
and ⃖⃖⃖⃗ℎ𝑖𝑏. LeakyReLU is the activation function to calculate 𝑒𝑎𝑏.

The objective function of GATE is the reconstruction of the adja-
cency matrix of the network. We followed the reconstruction method
3

and loss function from Kipf et al. [42]

𝐴̂ = 𝜎(𝑍𝑍𝑇 )

𝑍 = GAT(𝑋,𝐴)
(4)

Here, 𝐴 denotes the adjacency matrix of the network. 𝐴̂ denotes the
reconstructed adjacency matrix. 𝑋 denotes the input feature matrix. 𝑍
is the resultant embedding matrix from the embedding layer and GAT
layers. The formula of the loss function is below:

Loss = 1
2
(Loss𝑝𝑜𝑠 + Loss𝑛𝑒𝑔) (5)

Loss𝑝𝑜𝑠 = − 1
𝐸

𝑁
∑

𝑖=1

∑

𝑗∈𝑖

𝑒𝑖𝑗 log 𝑒𝑖𝑗 (6)

Loss𝑛𝑒𝑔 = − 1
𝑁2 − 𝐸

𝑁
∑

𝑖=1

∑

𝑗∉𝑖

(1 − 𝑒𝑖𝑗 ) log(1 − 𝑒𝑖𝑗 ) (7)

Loss is calculated as an average of the cross-entropy of edges and
non-edges. Edges represent elements with value 1 in the adjacency
matrix, and non-edges 0. Loss𝑝𝑜𝑠 represents a loss of cross-entropy of
edges in original and reconstructed adjacency matrix (6) and Loss𝑛𝑒𝑔 ,
non-edges (7). 𝐸 denotes the number of edges in the network and 𝑁
denotes the number of nodes in the network. 𝑒𝑖𝑗 denotes the value of
the edge between node i and node j of the adjacency matrix, and 𝑒𝑖𝑗
denotes the value of the reconstructed edge between node i and node j
of the reconstructed adjacency matrix.

2.6. CancerGATE scoring

The trained GATE provides attention coefficients for edges (Fig. 1c).
The attention coefficients are calculated from each attention head in
GAT layers. Therefore, the total number of attention coefficients in
GATE is obtained by multiplying the number of GAT layers by the
number of attention heads. We used the sum of attention coefficients
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from all attention heads in the GAT layers. The sum of the attention
coefficient becomes the edge weight of the directed network.

GATE is trained separately for cancer and normal samples, resulting
in two networks with attention coefficient weights. The score using the
difference in attention coefficient between cancer and normal contexts
is calculated by the following formula (Fig. 1d, e).

Score𝑎 = 1 −
⃖⃖⃖⃖⃖⃖⃖⃗𝐸𝑎,𝐶 ⋅ ⃖⃖⃖⃖⃖⃖⃖⃖⃗𝐸𝑎,𝑁

‖

⃖⃖⃖⃖⃖⃖⃖⃗𝐸𝑎,𝐶‖‖⃖⃖⃖⃖⃖⃖⃖⃖⃗𝐸𝑎,𝑁‖

(8)

Here, Score𝑎 denotes the CancerGATE score of gene 𝑎 which denotes
eversed cosine similarity. ⃖⃖⃖⃖⃖⃖⃖⃖⃗𝐸𝑎,𝑁 and ⃖⃖⃖⃖⃖⃖⃖⃗𝐸𝑎,𝐶 denote vectors that represent
he attention coefficient for the neighbor genes of gene 𝑎 in the nor-
al and cancer network, respectively. Cosine similarity measures the

imilarity between attention coefficients for a gene between normal
nd cancer contexts. All elements of ⃖⃖⃖⃖⃖⃖⃖⃖⃗𝐸𝑎,𝑁 and ⃖⃖⃖⃖⃖⃖⃖⃗𝐸𝑎,𝐶 are non-negative,
nd thus cosine similarity value ranges from 0 to 1. CancerGATE
core is designed to reflect the dissimilarity of ⃖⃖⃖⃖⃖⃖⃖⃖⃗𝐸𝑎,𝑁 and ⃖⃖⃖⃖⃖⃖⃖⃗𝐸𝑎,𝐶 . Genes
ith significantly high scores (one-tailed t-test, 𝑝-value < 0.05) are

onsidered potential cancer-driver gene candidates.

.7. Performance measure

To measure the model performance, we calculated the Area Under
he Receiver Operating Characteristic Curve (AUROC) and the Area
nder the Precision-Recall Curve (AUPRC). AUROC represents the area
nder the plot of the true positive rate against the false positive rate.
UPRC represents the area under the plot of precision versus recall.
hese metrics evaluate a model’s ability to accurately classify positives
nd negatives.

.8. Setting hyperparameters

The dimension size of the embedding layers was chosen as 128.
he dimensions of the two GAT layers were each chosen as 300 and
00. The number of attention heads of the GAT layers was chosen
hrough grid search (Supplementary Figure S2). The dropout rate of
ttention weight and feature of GATE layers is 0.2. Dropout layer
ith a dropout rate of 0.5 was used. ADAM optimizer [52] was used
ith a weight decay of 0.005 and a learning rate of 0.001. Dimension

ize of GAT layers, optimizer choice, weight decay, and learning rate
ere chosen following the hyperparameters of Schulte et al. [38].
he hyperparameters of CancerGATE are detailed in Supplementary
able S4. The learning results of the GATE models, using the selected
yperparameters, are detailed in Supplementary Table S5.

.9. Essentiality analysis

To see if cancer-driver gene candidates predicted by CancerGATE
re functionally impactful, we labeled some genes ‘essential’ by mea-
uring the essentiality of candidate genes for cell growth. Project
chilles [53] calculated the essentiality of genes across 764 cell lines
tilizing CERES scores [54]. If a gene has a negative CERES score, the
ene results in a reduction in cell growth. We selected the essential
enes with CERES score < −0.5 and genes that affect more than the
verage number of cell lines affected by a single gene. Of the 764 cell
ines in Project Achilles, on average 116 cell lines were affected by a
ingle gene. We labeled 2844 genes as essential for total cell lines (for
he statistics of the individual cancer types, see Supplementary Table
6).

. Results

.1. Performance comparison on cancer-driver gene prediction

We hypothesized that CancerGATE could outperform supervised
earning methods in predicting cancer-driver genes of each cancer type,
4

Table 1
Performance comparison on the test set with AUPRC.

Cancer typesa EMOGI GAT CancerGATE

BLCA 0.1890 ± 0.0327 0.3190 ± 0.0262 0.3493 ± 0.0839
BRCA 0.4836 ± 0.0702 0.3515 ± 0.0209 0.5197 ± 0.0693
CESC 0.0063 ± 0.0000 0.1327 ± 0.0256 0.5296 ± 0.2793
COAD 0.1983 ± 0.0232 0.3278 ± 0.0224 0.2484 ± 0.0596
ESCA 0.1088 ± 0.0041 0.2806 ± 0.0471 0.3073 ± 0.0838
HNSC 0.1945 ± 0.0421 0.2546 ± 0.0127 0.2698 ± 0.0666
KIRC 0.0176 ± 0.0023 0.2005 ± 0.0140 0.2394 ± 0.1298
KIRP 0.0182 ± 0.0025 0.0621 ± 0.0069 0.2501 ± 0.1441
LIHC 0.0645 ± 0.0025 0.1422 ± 0.0151 0.3236 ± 0.1205
LUAD 0.2838 ± 0.0980 0.3004 ± 0.0239 0.3834 ± 0.0751
LUSC 0.0106 ± 0.0011 0.0988 ± 0.0353 0.2031 ± 0.1219
PRAD 0.0496 ± 0.0063 0.1645 ± 0.0486 0.5298 ± 0.1173
STAD 0.0669 ± 0.0149 0.2098 ± 0.0469 0.3353 ± 0.0904
THCA 0.0742 ± 0.0408 0.1656 ± 0.0362 0.2764 ± 0.1024
UCEC 0.1018 ± 0.0056 0.1944 ± 0.0168 0.4040 ± 0.0789

Bold values highlight the metric of best performing models.
a BLCA, Bladder Urothelial Carcinoma; BRCA, Breast invasive carcinoma; CESC,
Cervical squamous cell carcinoma and endocervical adenocarcinoma; COAD, Colon
adenocarcinoma; ESCA, Esophageal carcinoma; HNSC, Head and Neck squamous cell
carcinoma; KIRC, Kidney renal clear cell carcinoma; KIRP, Kidney renal papillary
cell carcinoma; LIHC, Liver hepatocellular carcinoma; LUAD, Lung adenocarcinoma;
LUSC, Lung squamous cell carcinoma; PRAD, Prostate adenocarcinoma; STAD, Stom-
ach adenocarcinoma; THCA, Thyroid carcinoma; UCEC, Uterine Corpus Endometrial
Carcinoma.

which typically have a limited number of known cancer-driver genes.
We implemented GCN models, GAT [41] and EMOGI [38] to compare
with (Detailed parameters of implemented models in Supplementary
Table 4). We adopted AUPRC as the main measure, as AUPRC is a more
reliable measure than AUROC in a dataset with much fewer positives
than negatives. We validated each model ten times each with 5-fold
cross-validation.

We compared the performances of CancerGATE and other models
in 15 types of cancer. We computed AUPRC on the test set (Table 1
and Supplementary Figure S3), the independent set (Table 2), and
AUROC on the test set (Supplementary Figure S4 and Supplementary
Table S7), independent set (Supplementary Table S8). In the test set,
CancerGATE achieved the best AUPRC metric of the test set on every
individual cancer type, except for colorectal adenocarcinoma (COAD).
In the independent set, CancerGATE showed the best performances
in most cancer types, except for head-neck squamous cell carcinoma
(HNSC), stomach adenocarcinoma (STAD), and uterine corpus endome-
trial carcinoma (UCEC) (Table 2). Due to the differences in the number
of genes labeled non-driver in the independent set, AUPRC values are
much lower. Although CancerGATE did not rank first in most cancer
types based on AUROC, it performed comparably with the GAT model
(Supplementary Figure S4 and Supplementary Table S7, 8).

CancerGATE achieved the best AUPRC performances in individual
cancer-type models which had significant disparity between the num-
ber of positive and negative labels. This suggests that CancerGATE
could reliably predict the cancer-driver genes in individual cancer
types, despite the limited number of known cancer-driver genes.

3.2. Ablation study

To better assess the performance, we investigated the contribution
of different components of CancerGATE. We evaluated two aspects of
performance; the network reconstruction ability of the GATE models,
and the effectiveness in predicting cancer-driver genes. Performances of
several permutations to components of the embedding layer and each
multi-omics data were measured. A detailed list of permutations is in
Supplementary Table S9.

The performance comparison of CancerGATE and permutations to
its components is in Supplementary Table S10. We observed that the
embedding layer has a significant impact on performance in both
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Table 2
Performance comparison on the independent set with AUPRC.

Cancer types EMOGI GAT CancerGATE

BLCA 0.0017 ± 0.0004 0.0045 ± 0.0002 0.0080 ± 0.0013
BRCA 0.0012 ± 0.0002 0.0020 ± 0.0004 0.0023 ± 0.0010
CESC 0.0008 ± 0.0000 0.0048 ± 0.0008 0.0175 ± 0.0072
COAD 0.0018 ± 0.0001 0.0037 ± 0.0005 0.0082 ± 0.0022
ESCA 0.0014 ± 0.0002 0.0045 ± 0.0003 0.0078 ± 0.0017
HNSC 0.0019 ± 0.0004 0.0038 ± 0.0003 0.0035 ± 0.0010
KIRC 0.0008 ± 0.0001 0.0023 ± 0.0003 0.0029 ± 0.0007
KIRP 0.0011 ± 0.0001 0.0034 ± 0.0007 0.0265 ± 0.0123
LIHC 0.0018 ± 0.0000 0.0033 ± 0.0003 0.0044 ± 0.0014
LUAD 0.0016 ± 0.0005 0.0025 ± 0.0002 0.0039 ± 0.0017
LUSC 0.0013 ± 0.0002 0.0058 ± 0.0011 0.0143 ± 0.0083
PRAD 0.0033 ± 0.0003 0.0066 ± 0.0005 0.0087 ± 0.0016
STAD 0.0019 ± 0.0003 0.0036 ± 0.0005 0.0028 ± 0.0009
THCA 0.0008 ± 0.0001 0.0035 ± 0.0003 0.0082 ± 0.0020
UCEC 0.0018 ± 0.0001 0.0069 ± 0.0005 0.0052 ± 0.0015

Fig. 2. Correlation between the rank of scores and the ratio of known cancer-driver
genes. The horizontal axis is the predicted rank of the known cancer-driver genes, and
the vertical axis is the ratio of the known cancer-driver genes in genes that show high
similarity in features with cancer-driver genes. Details in the text. a. The correlation of
genes ranked with CancerGATE in BRCA, b. The correlation of genes ranked with the
GAT model in BRCA. Pearson correlation (PCC) was applied as the correlation measure.

network reconstruction and cancer-driver gene prediction. Also, we
confirmed that using all omics data improves the reconstruction per-
formance in all cancer types. Both the multi-omics data and the com-
ponents of CancerGATE play crucial roles in the accurate prediction of
cancer-driver genes.

3.3. Independence to the prior knowledge

Next, we hypothesized that CancerGATE would show no bias to-
wards known cancer-driver genes. To show this, we ranked all genes
based on CancerGATE scores and calculated the correlation between
the calculated rank of known cancer-driver genes in the test set and
the ratio of known cancer-driver genes in the training/test set that have
similar feature values of genes. If there was bias, then feature similarity
would be represented and show some levels of correlation.

As hypothesized, no significant correlations were found in Cancer-
GATE results for every cancer type (Fig. 2a, Supplementary Figure S5).
CancerGATE was able to discover cancer-driver genes that have distinct
genetic features. However, GAT models that were trained under the
supervised learning schema showed correlations (Fig. 2b, Supplemen-
tary Figure S6). Fig. 2 presents the correlation results for BRCA, which
possesses strong statistical power due to having the most KCDGs among
cancer types. These results suggest that if there exists a cancer-driver
gene dissimilar to cancer-driver genes used in training, supervised
learning models would struggle to find it.
5

3.4. Selection of cancer-driver gene candidates

Driver gene candidates were needed for further analysis of Can-
cerGATE. Ten separate CancerGATE models each with different initial
weights were trained while keeping all other settings unchanged, and
from the ten models, the model with the best AUROC and AUPRC
performance in the test set was chosen. cancer-driver gene candidates
with significantly high scores (𝑝-value < 0.05) were chosen (Supple-
mentary Figure S7). The candidate genes for each cancer type are listed
in Supplementary Table S11. Further analyses use cancer-driver genes
predicted from this model, and newly predicted cancer-driver genes
from the list are referred to as novel cancer-driver gene candidates.

3.5. Explainability of CancerGATE

The difference in attention coefficients between cancer and normal
contexts represents the loss or gain of functional interactions between
genes and their neighbors. Because we trained CancerGATE to em-
bed similar hidden vectors between gene pairs as having functional
interactions, pairs of genes with low feature similarity would have
high attention coefficients to embed similar hidden vectors. Finally, we
hypothesized that an increase in attention coefficient in cancer would
mean the loss of functional interaction and vice versa.

Because manual inspection for all known cancer-driver genes and
their neighbors in biological networks in every cancer type is unfeasible
(Supplementary Table S12), we further inspected neighboring genes of
DAXX, a known cancer-driver gene, which had the highest CancerGATE
score in breast invasive carcinoma (BRCA) and thyroid carcinoma
(THCA) in cancer context. Other genes labeled as pan-cancer in NCG
show similar mechanisms in multiple cancer types, so those genes were
excluded from the inspection. DAXX, death domain associated protein,
is a favorable prognostic marker in BRCA [55–57] and a known to be
mutated in THCA [58,59].

TP53 and CASP10 were neighboring genes of DAXX with significant
differences in attention coefficients in BRCA and THCA (Fig. 3a, b).
TP53 and CASP10 were enriched in cellular mechanism of apoptosis
(Fig. 3c, d). DAXX is known to regulate TP53 through physical inter-
actions [60,61] and mutation of TP53 in BRCA and THCA is known
to disrupt interactions between DAXX and p53 [56,62]. A gene that
showed a decrease in attention was FASLG. FASLG is, along with DAXX,
a gene associated with apoptosis. There are reports of association of
FASLG with BRCA and THCA [63,64] and FASLG is known to be
upregulated with DAXX in BRCA [63]. Both examples suggest that an
increase in attention means a loss of interaction and a decrease, a gain
of interaction.

We also identified cancer type-specific differences in attention co-
efficient, including PAX3 as a neighbor with decreased attention and
DNMT3A as a neighbor with increased attention in THCA, both sup-
ported by previous reports [65,66]. DAXX negatively regulates
PAX3 [67] and interacts with DNMT3A [68]. Interestingly, the loss of
negative regulation seems to result in a decrease in attention. Another
example is HAT1 in BRCA (Fig. 3a) which, while not statistically signifi-
cant, showed up as a neighboring gene with one of the top ten attention
increases. HAT1 is known to be highly expressed in BRCA [69] and is
involved in histone assembly with DAXX [70]. While there were no
known studies on the interaction of DAXX and HAT1 in BRCA, these
attention differences may suggest perturbation of interactions specific
to BRCA.

3.6. Driver gene candidates as therapeutical targets

We also hypothesized that cancer-driver gene candidates are signif-
icantly enriched with cancer-specific driver genes and cancer-specific
therapeutic targets. We measured the sensitivity of each with pre-
viously known cancer genes from NCG and 109 therapeutic targets
were from the TARGET [71], a database of therapeutic target genes
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Fig. 3. The interpretability of CancerGATE to oncogenic mechanisms of known cancer-driver genes using attention differences. a. Neighbors of DAXX in BRCA with attention
differences. b. Neighbors of DAXX in THCA with attention differences, c. KEGG enrichment test of significantly different attention neighbors of DAXX in BRCA, d. KEGG enrichment
test of significantly different attention neighbors of DAXX in THCA. Every adjusted 𝑝-value is less than 0.05. Blue/red color indicates decreased/increased attention, respectively.
Emphasized nodes/edges indicate the neighbors with significant differences in attention coefficients.
in cancer (Supplementary Figure S8 a). Among predicted genes, the
recall of known cancer-driver genes from NCG was from 18.7% in Lung
adenocarcinoma (LUAD) to 69.2% in Cervical squamous cell carcinoma
and endocervical adenocarcinoma (CESC), and the average was 34.4%
for all cancer types. The recall of therapeutic targets in individual
cancer types was from 35.8% in LUAD to 58.72% in UCEC and THCA,
and the average was 50.6%. We also confirmed significant enrich-
ment of known cancer-driver genes and therapeutic targets among
cancer-driver gene candidates for every cancer type (𝑝-value < 0.05,
hypergeometric test, Supplementary Figure S8 b, c). Consequently,
CancerGATE demonstrated its ability to identify not only previously
known cancer-driver genes but also potential therapeutic targets.

3.7. Functional analysis of novel cancer-driver gene candidates

We further investigated the functional impact of novel cancer-driver
gene candidates, excluding known cancer-driver genes, by analyzing
their characteristics in the biological network and assessing the enrich-
ment of ‘essential’ genes among these candidates. We also observed
significant correlations between the ranks of CancerGATE score-ranked
genes and the ranks of genes ranked by number of interactions with
known cancer-driver genes (Fig. 4, Supplementary Figure S9), implying
that novel cancer-driver candidates tended to have more interactions
with known cancer-driver genes. This result hints at a potential co-
functionality between novel cancer-driver gene candidates and known
cancer-driver genes, suggesting that targeting these genes could impact
cancer cell lines through these interactions. Additionally, cancer-type-
specific ‘essential’ genes [53], which significantly affect the cancer
6

cell survival in the different cancer cell lines through loss-of-function
experiments, were significantly more enriched in novel cancer-driver
gene candidates than in non-candidates across all cancer types (Sup-
plementary Table S13). These results indicate the possibility of the
candidates being potential therapeutic targets.

3.8. Prediction of novel cancer-driver candidates

Finally, we manually inspected predicted genes to assess the poten-
tial of these genes as novel cancer-driver genes and therapeutic targets.
As mentioned, it is infeasible to inspect all candidates, so focused on
the top 30 cancer-driver gene candidates of BRCA, where CancerGATE
exhibited the best performance among the cancer types (Table 3). The
complete candidate gene list for each cancer type is in Supplementary
Table S14. The top 10 enrichment pathways of these 30 genes were
pathways in cancer, Hepatitis B, prostate cancer, chronic myeloid
leukemia, Kaposi sarcoma-associated herpesvirus infection, human T-
cell leukemia virus 1 infection, FoxO signaling pathway, Epstein-Barr
virus infection, viral carcinogenesis, and pancreatic cancer. We found
that 3 genes, NFKB1, CHUK, and RELA were enriched in 9 pathways
of the top 10 enriched pathways. These genes are subunits (NFKB1,
RELA) or regulators (CHUK) of the transcription factor, NF-𝜅B. All three
genes are related to the progress of breast cancer [72–74]. RELA is
previously reported to be associated with inhibition of triple-negative
breast cancer growth [75] and CHUK, drug resistance in BRCA [76].
These genes may potentially be therapeutic targets in BRCA.
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Fig. 4. Novel cancer-driver gene candidates had significantly more interactions with known cancer-driver genes than others. ****: p <= 1.00e−04. NCDGC, novel cancer-driver
gene candidate. KCDG, known cancer-driver gene.
Table 3
Analysis of the top 30 cancer-driver gene candidates of BRCA by CancerGATE. NCG, OncoKB, and TARGET columns denote whether the gene has been found in BRCA for each
database. Pancancer_NCG and pancancer_OncoKB columns denote that the gene is labeled as pan-cancer in each database. NCDGC denotes whether the gene can be found in NCG,
OncoKB, including pan-cancer data, and TARGET. #CancerGATE, #EMOGI, and #GAT columns denote gene’s ranking in each model.

Gene #CancerGATE #EMOGI #GAT NCG OncoKB TARGET Essential pancancer_NCG pancancer_OncoKB NCDGC

NFKBIA 1 133 240 0 0 1 0 0 0 0
EGFR 2 5423 527 1 0 1 0 1 1 0
MAPK8 3 61 282 0 0 0 0 1 0 0
JUN 4 143 411 0 0 0 0 1 0 0
PPP2CA 5 449 568 0 0 0 1 0 0 1
PRKCA 6 190 430 0 0 0 0 0 0 1
PIK3CG 7 44 215 0 0 0 0 0 0 1
RAC1 8 341 680 0 0 0 1 1 0 0
NFKB1 9 260 377 0 0 0 0 0 0 1
HRAS 10 159 153 1 0 1 0 1 1 0
RELA 11 289 380 0 0 0 0 0 0 1
DAXX 12 151 391 1 0 0 0 1 0 0
PIK3CA 13 34 69 1 1 1 1 1 1 0
SUMO1 14 11 616 4864 0 0 0 0 0 0 1
MAX 15 435 619 0 0 0 1 1 0 0
CDK1 16 79 1496 0 0 0 1 0 0 1
HDAC1 17 800 1422 0 0 0 0 0 0 1
CHUK 18 49 239 0 0 0 0 0 0 1
PLK1 19 1028 4094 0 0 0 1 0 0 1
CDKN1A 20 383 502 0 0 1 0 1 0 0
PIK3R1 21 170 108 1 0 1 0 1 0 0
MYC 22 327 824 1 0 1 1 1 0 0
AKT1 23 269 248 1 1 1 0 1 1 0
MDM2 24 735 722 1 0 1 0 1 1 0
CDK2 25 1537 694 0 0 0 1 0 0 1
CREBBP 26 320 477 1 0 1 0 1 0 0
IKBKB 27 117 210 0 0 0 0 1 0 0
EP300 28 393 486 1 0 0 1 1 0 0
CCND1 29 159 319 1 0 1 1 1 0 0
TGFBR1 30 806 365 0 0 0 0 0 0 1
4. Discussion

Finding cancer-driver genes is critical for furthering the treatment
and diagnosis of cancer; many methods have been developed ranging
technique-wise from statistical tests to deep learning, or data-wise
from single-omics to multi-omics. Statistical methods faced the prob-
lem of limited interpretation, and deep learning, especially supervised
learning methods, showed limitations due to the lack of available
information if looked at from the resolution of individual cancer types.

In this research, we developed CancerGATE, a cancer-driver gene
prediction model. CancerGATE adopts an attention mechanism and self-
supervised learning to overcome the limitations of previous works. We
found cancer-driver genes using the differences in attention coefficient
7

between cancer and normal contexts. As far as we know, CancerGATE is
the first model that directly utilizes attention coefficients for prediction
and analysis. We confirmed that CancerGATE had outperformed the
previous methods in individual cancer types with a limited number
of cancer-driver gene data. CancerGATE also showed that it is free
from biases arising from the nature of supervised learning. Using
CancerGATE, we identified potential therapeutic targets for specific
cancer types. We also elucidated the rationale behind the predictions
by analyzing changed relationships in cancer contexts. Finally, through
CancerGATE, we identified novel cancer-driver gene candidates that
can affect cancer cell growth or support existing therapies.

CancerGATE is the first initiative to utilize attention coefficients
for prediction, outperforming the previous models and elucidating the
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mechanism of the cancer-driver gene through specific cancer interac-
tions, such as DAXX and DNMT3A in THCA. However, its performance
was not superior across all cancers, notably in COAD. Currently, the
application of attention coefficients for prediction and interpretation is
novel, suggesting potential areas for enhancement in their biomedical
application. For further research, we expect to apply CancerGATE
as a general method for identifying disease-related genes, particu-
larly Parkinson’s disease where known gene information is limited.
This approach is promising given CancerGATE’s ability to operate
independently of prior disease knowledge.
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